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I CHAPTER I

1Voice Encoding Using the Adaptive Delta Modulator

Introduction

In this chapter we discuss the results of experiments

that we have performed using adaptive delta modulation as

a source encoding technique for use in packet voice networks.

Section 1.1 describes the effect of packet loss as a

function of sampling rate, bit error rate and signal level.

Section 1.2 discusses the results obtained when one

ADM encoder is used with a different ADM decoder. A simple

technique to ensure that the correct encoder/decoder pair

is used is described.

Section 1.3 considers the possibility of altering the

sampling rate of the ADM encoder upon command and notifying

the receiver of this change.

J Section 1.4 describes silence-detection algorithms.

These algorithms detect the onset of silence and of speech

Iand respectively terminate and start the voice packet.
r Song Voice Adaptive Delta Modulator (SVADM):

The SVADM encoder-decoder (1) is a robust delta modulator

system with a dynamic range of 40dB and word intelligibility

of 991% at 16Kb/s bit rate and more than 90% of word intelligi-

bility-at 9.6Kb/s bit rate. -It is easy to implement digitally.

Algorithm:

The algorithm of the SVADM is given by

1X (k+l) = X(k) + S(k+l) (1)

S(k+l) = iS(k) je(k) + Soe(k-1) (2)*1
I



I" 2)

I and
e~k) = Sgn~.1(k) - X(k)1 (3)

I nWhere, at kth interval,

X(k) is the estimate of the incoming analog signal,

SS(k) is the step size,
e(k) is the digital output of the encoder,

M(k) is the sampled input signal,

so is the minimum step size (constant) and

Sgn(y) I for y>. o (4)
-1 for y,< o

Figure 1 shows the block diagram of the SVAD!. This

algorithm uses a 10 bit arithmetic, i.e. S(k+1),X(k+1) are 10 bit

outputs. The minimum step size So0  lOmV. The feedback circuit

of the encoder is essentially the SVAD1 decoder. However, in the

presence of channel errors, the state of the decoder will be

different from that of the encoder. To allow thc decoder to attain

the state of the encoder, the error correction logic is implemented

by modifying the equation (1) for the decoder. The new estimate

in the decoder is given by

X(k+l) = x(k) + s(]-+i) + (5)

Let us represent X(k) and S(k+i) by N-bit wordc so that

7 X(k) = Xo . XXRx3 . _ (6)

and

- S(k+l) = So . SlS 2S3... 011- (7)

Where, Xo and So are the sign bits, X and 51 arc thc mot;t
significant; bits, Xf_ 1 and S[4 are the least si:nificant bits of

X(k) and S(k+l) respectivcly.I
1
I
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Then

+1 for X0 = So = 1, ,X 1 =X 2 =X 3 - '0' andX,_( jl=10

-1 ~ lfor Xo= So='0', Xl=X 2 =X3-l'andXjl®DSNl-=1 '

0 L elsewhere (8)

This is known as the leaky Integrator.

Continuously War'ab.--e-lope' Delta Modulator -(CVSD) >

The CVSD (2) is an adaptive delta modulator specifically

designed to process the speech signals. Trhe adaptive technique

* of the CVSD algorithm exploits the syllabic characteristics of

speech so as to minimize the number of bits required in i'tls digital

*description. Several CVST) processors have been developed. Howcver,

the basic principle involving the design of the CV5D is the same.

We limit our discussion to outline the principle of operation of

the CVSD.

Algorithm:

1 The general algorithm- is given by

X(k+l) = aX(k) + I(1-a) Co) o ek (9)

S(k+l) = b3(k) + (1-b) (V+V) (10)
and

e(I-) = Sgn [11(0) - X()1 11

where, at k thinterval,

X ( k) is the estimate of LheC incoming ann 1 o sgn

5(00 is tile s tep size,

e (k) is thle digrital output of thc encode'(r,

N (k ) is tile inpfut ifld

a is the leak factor associated with the estimte X(k),

b is the leak factor associated with thle ,;top si:xc 5(k),

V is a constant voltage when thiroee consecutive output bits; of the

L A,_ __ _
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CVSD encoder are identical (i.e. e(k-2),e(k-1) and e(k) ) and

V1 is a constant voltage added to V, to ensure that the minimum

step size is non zero.

Figure 2 shows the block diagram of the CVSD. The values

of a and b have been adjusted differently in different CVSD

processors. A particular CVSD described in (3) has the values

as, a =-0.94 and b = 0.99 at a bit rate, fs, of 161"b/s.

For our experiments, we have used the CVSD processors developed

by the Motorola and the Harris Corporations. We have found

subjectively that the quality of the processed speech using the

Motorola CVSD is better than that of the Harris CVSD, particularly

at input levels of -20db and lower. Therefore, for comparison

with the SVADf1, we have used the Notorola CVSD.

The SVADM and the CVSD in the presence of bit errors:

We performed an experirent to corpare the SVAN-T and the

CVSD in the presence of bit errors. In order- to produce random
errors, we used a method shoin in Fig. 3. The error generator,

shown, consists of a noise generator, a comparator and coia;binatoric

logic. Vt is the threshold voltage of the comparator and is varied
* to generate different bit error rates. When the noise voltage

(Gaussian) exceeds Vt, the output of the comparator sets the D

flip-flop .;hown, causing an inversion of the logic state of the

transmitted e(k). To determine the error rate, it is necessary

to detect the error at every clock cycle and enable a counter to

count the total LIibcr of errors over a period oC time. The

error rate is then given by the ratio of the errors counted to the

total niuM-bcr of clock periods over the entire counting period.
The CVSD and t he VAD! wrc ubjcc tiwy y co;,pared for bit

error rates! of 10 - 4 , 10- 3 , 10 - 2 arid 0 - 1. Several listeners were

aailable for the test. With the available cormments from them, we

were able to establish the results. FiLgure 4 shows the test set
up .used for the subjective evaluation. The input speech signal,i

I
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from a tape recorder, was bandl.Lmited from 30011z to 25001z, the bit

rate was varied from 32Kb/s down to 8Kbis and the input lcvcl

was varied from OdB to -40dB.

The subjective comparison of the CVSD and the SVADM as a

function of the sampling rate, f. and the input level is tabulated

in Table 1, when no errors existed. We see from the table that at

fs = 32Kb/s, the speech processed by the SVADH is understandable

when the input level is varied from OdB to -40dB. However, the

speech processed by the CVSD loses intelligibility at -40dB input

level. Thus, the SVADi.i offers a 40dB dynamic rangc, wlhere as,

the CVSD offers a 30dB dynamic range at f. = 321b/s. Similarly

we also see from the table that at f. = 16Kb/s, the SVADM offers

a 30dB dynamic range and the CVSD offers a 20dB dynamic range.

At fs = 9.6Kb/s, the SVADNI has a 20dB dynamic range and the CVSD

has a 1OdB dynamic range. Figure 5 shows the dynamic ranges of the

SVADM and the CVSD as a function of f. when no errors existed.

In the presence of bit errors, the *dynomic ranges of both the

SVADM and the CVSD varied as a function of bit error rate. Figure 6

shows the dynamic ranges of the SVAD'U and the CVSD ns a function

of bit error rates. We see from Fig. 6, the SVAJM offers a 10IdB

higher dynamic range over the CVSD at different error rates. This

is true at different bit rates. Table 2 shows the subjective

comparison of the CVSD and the SVADI,1 at different error rates and

bit rates. We see from the table that thc CVI) was preferred to

the SVADM at f. = 32Kb/s and the error rate of 10 - 1 f o r a OdB
input level. Under all other conditions [" operat ion, the SVADH

was preferred to the CVSD. The SVADM is significantly better than

the CVSD, particularly at input levelos of' -O0,13 and lower. Th I is

is true for all bit rates and bit error ra ....

DELTA MODULATORS IN A PACKET VC-E NETWORK

Current methods used for digitizing, voice in packet voice

j netw.'orks are the Pulse Code Modulation (P('I), Ad 4ptivc Delta

odulation (ADM) and the Linear Predictive Codin(LPC). If PC1I'I!
I
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is used to encode 2.51"Iiz voice, 'ne would require a bit rate of

atleast 40Kb/s to produce good qu1ality voice. A packet size of

1000 bits requires that the PCI packets be transmitted at the rate

of 40 Packets/sec. The ADM systems reproduce flood quality voice,

when operated at 10-16Kb/s. For the same packet size, the ADm

packets can be transmitted at the rate of 10-16 pockets/sec.

The ADI is also preferred to the LPC, since the LPC is still a

relatively high cost and complex system. The AINIA network is

currently employing the CVSD algorithm to digitize voice. Therefore,

it is appropriate to compare the use of the SVAD1.1 with that of the

CVSD in a packet voice network. Wie have alrcady shown that the

performance of the SVADM is preferred to that of the CVSD when

operated at bit rates of lGIb/s and lower. Vle have compared the

performance of the SVAD4 in a packet voice network, interms of

packet size (P), bit rate (f.) and packet loss rate (r), with that

of the CVSD. I

1. Packet Loss

Concept of Packet Loss:

In a packct switched net,,jork, when a ens om.cr A (source)

asks for a connection to a called party [1 (destination), the

customer's packets are then transmittcd, interleaved with other

packets from one exchange to another, thus .- ivinoc a "Virtual"

connection". Once the contact has been estab]Ji.;hed betwecn the
source A and the destination B, B would bc receiving a virtually

continuous stream of packets as long as A is active. As the packets

arrive, the destination B proccs.s.es thcm. Thus while the i t !

packet is being processed, the destination B] looIks for (i+1)'

packet. If' the (i+l): t  pacl:et i:; not :vni. . ,].' l'e , en:; WI,

after B hr; compnleted processin: L11)(" i t 'h pi- l: e t, Lihen v.e recoinis'o

the (i+1)st packet as being lost. In a norrnal operation, the
des tination' B can losec th~e (il) : ; 1)c : " noeo .od frn

ways a:; follo' .

(a) The (i4l)[''t packet actually arrived 3t , buL :ms rejected as

non valid. When a non valid packet is received, the request for

I
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retransmission is not required ii voice trnnsmission since voice

systems using delta modulators ,,'ncrally tolerate reasonable error

rates and besides, the delay con,;trints preclude the use of

retransmission of packets anyway.

(b) The (i+l)st packet has not arrived (i.e. it is late) even after

B has completed processing the ith packet. After waiting for an

appropriate period, the destination B, then, will decide that the

(i+l) s t packet is lost and starts looking for the (i+ 2 )nd packet.

Effect of Packet Loss:

When the destination B decides that a pa-ket is lost and

starts processing the next packet, the reproduced speech signal

exibits a loss of speech. If, for example, the spcech is encoded at

16Kb/s and the packet size is lIbiits, the fraction of the speech

lost clue to a single packet loss is (1/1 6 )t
hl of a second or

approximately 60msec. The degradation of the quality of tile speech

prucessed due to GOmsec. of speech loss, is minimal. sis " ccaus

the human car is insensitive to the small rr:onnt o-C 2'.r:dition.

Also, if one of every hundred packets is lost, then C0;sec. of spcechl

loss occurs in 6 seconds of speech and this too does not adversely

affect the quality of the processed speech.

Wher a packet is lost, the state of the delta modulator decoder

(similar to bit error described earlier) is difforent from that of

the encoder. flowver, this will be corrected by the error correction

logic as described earlier (refer to Equations (,I)-(7)).

C6MPENSATION ALGORITHMS AT THE RECEIVER -

In addition to the earl ic mcnii.onod error correction t clni que,

in order to help tIhe receiver in Lt;s corr-c Li n p roe ess , ,e have

developeod (ompenstion alfiortiers; io, u:;c bIiw l ' e i.r dun

the length of the packet loss. Throe different com:pensation

algorithrs have been studied.

I

I
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Algorithm 1: Freeze the dccodor.

In this algorithm, the state of the receivcr remains constant

or is frozen during the packet loss period. This is done by

inhibiting the sampling clock pulse to the decoder during the

entire length of the missing paclkct. This enables the decoder

to remain at the same state; that is the receiver step size and

estimate remain the same until a new packet is received. The encoder,

however, is changing its state continuously. Thus, the state of

the decoder is different from that of the cncoder wlcn the new

packet arrives. This will be eventually corrected by the icaly

integrator error correction routine. During a packet loss, freezing

the receiver usually creates a large step size error.

Algorithm 2: Generate a local periodic 11001100... steady

state pattern at the receiver.

In this method, the receiver will locally generate a 11001100"

pattern for the entire packet loss period. The steady state

pattern at the decoder input, would enable the receiver cstimnate

to leak to zero level, during the period of a lost packet. Uowever,

the step size error remains unchanged. It ;iu.Lt bc noted that the

* steady state pattern 11001100... is only applicablc to We SVAI)1

decoder and not the CVSD decoder. Thiis steady stt e pattern of

11001100" generates an oscillation at f,./4 and usually is heard

at lo'..' bit rates.

Algorithm 3: Generate a local periodic 10101.0 . Lteady t ate

In this al,,ori, thi, tLhe receiver wi11 locally generate a

101010... pat tern ins tead of 1100'1100 1 n i - -l, i t.:1 2. Ti i is

pattern at tie input of 1h, decodcr nabl,,(; te -t!p c:size to
.become smaller. l ov¢:cvcr, the cst;1ite error rrnaor or; approxina tcly

the saire. Tic :;,ialicr ,te size in the dcco lCr is cxtren;cly

I
I
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advantageous, since it will pre, -nt any largc variation of the

magnitudc of speech due to an error at the input. This is

particularly more pronounced at !ii;,gh crror rates. in addition, at

low bit rates, the oscillations at fs/2 is not heard. Even though,

the step size due to this decoder reaches a rninimul, the adaptive

step size algorithm enables the decoder step size to grow fast once

the new packets are processed.

Figure 7 displays tie receiver estinates obtained during a

packet -loss period, using the three : thoz.

EXPERIMENT FOR PACKET LOSS? STUDIES

The test set up used for pac,,et loss stujies is illustrated

in Fig. 8. The input speech wa2 bandlimited from 30011z to 250011z.

The packet errors are generated by using tie .et:hod shown in Fig.3

except that we checked for an error only once in a given packCt.

W.hen a random error occurs, the entire packet is not transmitucd.

The input speech signal was encoded by the SVADHi and the CVSD

encoders. The two encoders' output bits were then packetized.

The packetizcrs, packet loss generation cn(i the depacketizers were

simulated using .a -. IDP-l/34 computer for roal tine operation.

The outputs of the depackctizers were then decoded respectively by

the SVADM and the CV'DI decoders and the processed speech signals

were bandlimited from 3001iz to 25001Iz and heard by using head sets.

Two types of speech tapes were used.

1. A Mark Twain story

2. A genera± radio conversation.

All three receiver co,-:pensation aigoci thmv for p;icket loss

were tested usin the .VAe encodcr-,Accoder and al-rorithm 1 and 3

were testeduing the CVSD encoder-decoder, sJ.inco th[e steady state

output pat tern for the CV,I) is 1)010.--.. The llaramctcrs for the

suibjcotiv<r quality/ t';t ,re th. ,.ckjt :,is; , t'e jacket loss

rate r and the bi L rate f:;.

I
I
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i - RESULTrS

The subjective comparison 1-f the CV';I) ond tlhe ;VADI in terms

of P,r and f- for OdD input level is tabulated in Table 3. At the

maximum input level (OdB), the pcrformance of tie packet voice

system using the SVADM or the CVSD was found to be about the sa'ne.

However, at lower input levels, there is a gencr;,.l dcgradation in

the performance of the CVSD as found to be true earlier (refer to

Table 1-and 2).

There was no difference in the performance regarding the

intelligibility using the three receiver algorithms for packet loss.

However, for the SVADN encoder-dccodcr, u:; Lw tih receiver

compensation algorithms 1 and 2, when a packet loss occured, there

was a large change in the estimated speech due to large step size

errors. This change in the estii.,ate sometimes vas annoying to the

listeners, particularly at high packct los;z rates (r = 10-1).

This effect, however, was not found w,hen usine Lhe receiver

compensation algorithm 3.

As seen from the Tablc 3, a loss rate of 10- was not noticeable.

The breaks in specch were disting;uishable only at loss rate,,; of

IO - and 2(10-1). Ilov.ever, the speech was intl ligiic even at

loss rates of 10 - . This result is true for pnclhet sitzes of

P = 2048, 1024, 512, 256 and fs = 16 and 9.6 IZ/s.

CONCTLUS IONS

From our experiments, %,e derived the folJo.irm conclusions:

(a) A nac ,-t-a - s.--Up -to i0 - 2 i nt.... ooa - c~p is no-tnoticeable......

(b) At packet sizes of 20,18, 102.1 bilt.:* C. -- / , tlhe

talk spurt break of l,3msnscc. anid G4r. zec . rcz;pc tively for

a sin;.le packCt los;; is - notli.ccd p" .Inin ;1:.. at los:; rates

of 10 -  aL 2 ( I0-I ). Tl is; is true bcc,. use of' Ltihe ' ict that

the hwuman car notices any loz,;s of speeci over 3Oiucc. duration.

ilover, the overall intelligibiliL.i .:; [;ill acceptable.

*1
I



(c) The results show that packet switching network using delta

modulation source encoders can safely operate at loss rates

of 102

1
I
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Fig. 6 Dynamic range as a function of error rate.
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Table 2: cont.inued

f Input Error CVSD SVADUIS

level rate Comparison
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9.6 -20 10- 3  Not intelli- Intelligible SVAD1M preferred

giblc

10- 2 , ot intelli- Not intclli-

10-  gible gible
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1.2 Algorithm Adaptation

Every Conpany,Country, even U.S. Government Agency has

its own favorite adaptive deltamodulator. In most cases it

is possible to insure that transmitters and receivers each use

the same ADM system, however, on occasion the communication net

may be so vast that an ADM encoder can be used in a transmitter

and a different ADM decoder might be present in the decoder.

A similar problem continually arises in PCM where the U.S. and

Canada use a u-Law Companding technique while Europe and the

rest of the world use the A-Law Companding technique. To

communicate between the U.S. and Europe requires an interface

to couple the systems or as is more common, the transmitter

uses the receiver's algorithm. However, it has been found

that in a single link there is no increase in error rate if

a u-Law encoder is used with an A-Law decoder or vice-versa.

This very interesting result derives from the similarity

between algorithms. Similarly most ADM's "look" alike.

An experiment was performed in which the SONG ADM or

CVSD ADM was used as an encoder and anothermodel ADM or an

RC low pass filter used as the decoder. The RC filter showed

the greater degradation in each case, however, at 32kb/s and

at 16 kb/s the voice was completely intelligible and completely

recognizeable.

In many cases such degradation is intolerable. In these

conditions it is possible, in the packet protocol, to specify

the algorithm. This is readily done, for the CVSD transmits

a steady state pattern of ... 1010... while the SONG ADM has a

steady state pattern ... 1100.... However any other code is

adequate. A correlator in the receiver recognizes the code

and connects the appropriate decoder into the circuit.

It is interesting to note that even when the correct

decoder is employed the signal suffers degradation. Thisi
4

!
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L

phenomenon does not occur using PCM. Experiments performed

indicate that no more than 3 A/D - D/A conversions can be

cascaded when using the CVSD at 16kb/s. The SONG ADM can

sustain four such conversions.

1.3 Variable-Rate Algorithms

The quality of voice obtained from an ADM operating at

32 kb/s is far superior to the quality at 16 kb/s which, in

turn, is superior to the quality at say 8 kb/s. Below 8 kb/s

the ADM quality degrades extremely rapidly.

When a communication channel is being lightly used it would

be nice if we could transmit the ADM encoded voice at 32 kb/s

providing that when the channel becomes congested we could

sample at say 8 kb/s. For example, in a practical system

we might be required to pass high priority data lasting

for say, 1 second. The degradation of the voice quality

during this interval, caused by dropping the sampling rate

would not even be noticed if the bursts of data were spaced

relatively far apart. As a matter of fact we saw that

completely losing 1 packet in 10 was needed before the

packet loss became noticeable. Here, we are not losing

packets but degrading performance.

In any variable rate radio system some bit synchroni-

zation must be present in the receiver to lock to the trans-

mitted clock. If two or three frequencies such as 8,15

and 32 kb/s are employed the bit synchronizer is constructed

from a single clock and stability is assured.

1.4 Silence Detection Algorithms

Introduction

Past research has shown that roughly 50/. of conversa-

tional speech consists of silent periods; that is, time in

11
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which no speaker is actually talking. Henco, in order to

reduce the total packet transmission rate in packet voice
systems, it would clearly be advantageous to detect these

silent periods and not transmit any packets during these

times.

Using delta modulation techniques, such as the Song

Voice Adaptive Delta Modulator (SVADM) or the Continuously

Variable Slope Delta Modulator (CVSD) we have devised and

experimentally tested algorithms for digital -detection of

silent periods. The algorithms are based on the fact that

during silent or steady-state periods, these delta modulators

will exhibit a periodic pattern. Using this knowledge,

one can then analyze the bits in a given voice packet and

determine how much of the packet was silent. Then upon

setting a threshold, one decides whether a given packet

contains enough information to be transmitted or whether

the packet is from a silent period and should not be

transmitted.

Real time experiments were performed to test the

quality of speech obtained while employing the silence

detection algorithm. The parameters of the experiments

were samipling rate packet size and threshold level. in

addition, algorithms for use by the receiver during these

silent periods, periods in which it receives no packets,

were developed. Three different algorithms were tried and

compared. Finally, the notion of repacking was developed.

By repacking, we refer to the idea where the transmitter,

having detected that it is currently in a silent period,

will halt its packetization process until such time as it

detects the initiation of a new speech period. only then

will the transmitter begin the formation of a ne- packet.

it was found that repacking vastly enhances the quality of

the received speech.
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Table 1: Computation of the effuc-tive packet r-ate of transmission.

for " Non-tepacki rig ";' Vc;,n

Input level = 0 dB

Packet size = 1024 bits

Bit rate f = 16.452 Kb/s
s

Threshold T
P

1/2 1/; 1/8

Total number of Packets formcd,Np 19911 16871 14747
p

Total number of Silent packetsS 2654 2762 3703Sp

Total number of pac;.ets transmitted 17255 14109 11044
(U, -s)

p P
Total time taken to transmit the 1239 1050 917.87

packets,(Ul ) (P)/f 3 sees.

Effective packet rate of trans- 13.9 13.4 12

mission, re
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Table 2: Computation of the effotlve packet rate of transi:.ission

for 0 Repacking " schem.e.

Input level = 0 d13

Packet size = 1024 bits

Bit rate f = 16.452 Kb/ss

Total time of speech processing = 600 sec.

Threshold T
p

112 1/4 1/8

Total number of packets formcd,Np 9492 9561 9515

Total number of silent packets,S 1002 2071 3150

Total number of packets transmitted, 8490 7490 6365

N -S
P p

Effective packet rate of transmission, 14.15 12.4 10.6

r
e
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1.5 Design of a Packet Voice Transmission System

This section describes the design of a packet voice

network and the results of the evaluation tests performed.

The packet voice network was simulated on a PDP-11/34 com-

puter for real time operation. Adaptive delta modulators

were used as source encoders. The average packet trans-

mission rate and the subjective quality of the processed

speech are presented.

Introduction

As the development of computer networks proceeds, the

need for voice transmission facilities over packet switched

networks has been growing, especially for use in teleconfer-

encing which is a natural communication tool between people.

Up to this date a network voice protocol has been developed

for the ARPA network and some measurements have been performed

to determine the delay time distribution of packets. Similar

research has been performed on several other networks.

It is well known that conversation becomes difficult if

the round trip delay is greater than a few hundred milli-

seconds. In large packet switched networks, such as the

ARPA network, the round trip delay can easily be greater

than hundreds of ins, especially when the number of hops and

the packet rate become large. Moreover, the delay time

changes greatly from packet to packet. Researchers in ISIlJJ

showed that the average delay time as well as the variance

becomes large if the packet rate exceeds 10 packets/sec on

the ARPANET. in addition, the packet arrival sequence may

be different from that transmitted. To cope with this

situation, every packet is assigned a time stamp which desig-

nates the output time of the packet (network voice protocol).

To resequence the packets, using the time stampn, requires

the use of buffers at the receiving end. This increases
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the average delay time of the packet leading to the degrada-

tion of conversational quality. As for the packet error,

(the probability that some erroneous packets are received)

it is relatively small because of error control which is

usually used between adjacent switching nodes.

In this study, we evaluated the conversational speech

quality in a situation where the round trip delay can change

greatly, and we propose the design of a packet voice trans-

mission system. We have simulated a real time packet voice

transmission system and performed certain evaluation tests

to determine the quality of the processed speech. The
parameters used in these tests are delay time distribution,

packet loss rate and silence detection algorithm. We have

used the Song Voice Adaptive Delta Modulator (SVADM) at the

source encoder.

Packet Voice Transmission System

The system diagram of a generalized packet voice trans-

mission system is shown in Fig.l. The voice waveform signal

is encoded into a binary sequence and fed into the packetiz-

er. The packetizer examines the bit stream, detects the

start and the end of speech, packs the bits and makes up a

sequence of packets. At the same time, it assigns the time

stamp to each packet whose value designates the starting

time of the packet. Packets which are generated by the packeti-

zer are passed to the packet switched network in which every

packet is delayed randomly and discarded with some probability

(which simulates packet loss probability), and finally deli-

vered to the receiver. A sequence regenerator buffers the

packets, checks the value of time stamps with the present

time, and makes up the output bit stream.

Voice/Silence Detection Scheme in Packetizer

Although the speech waveform is transmitted in a digital

i
I
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format, the bit stream during silent periods is neglected.

Consequently, the voice/silence detection scheme plays an

important role in reducing the effective packet rate. The

detection method used is shown in Fig.2. The input bit

stream is processed in groups of 16 bit words. Every in-

coming word is stored in a shift register whose word size

is fixed. It is then compared with several fixed bit patterns

which are the typical bit streams at silent periods, and the

result (match or no match) is stored in another shift resigter

of entry length Lmax . After that, the total number of

matches in this register is compared with some constant whose

optimal value is dependent on the present input mode.

When in the silent mode, the number of matches in the

shift register is compared with a constant V0 . If the

number is less than V01 the start of the active speech is

detected and packetization begins. At the head of the first

packet, a number of the previously stored words (pre-offset)

is inserted to preserve the start of speech. In the voice mode,

the number of matches is compared with a constant So. If

the number is greater, the end of speech (silence) is de-

tected. At that time, some input words (post-offset) pre-

viously stored in the packet buffer are discarded to shorten

the packet length.

Sequence Regeneration Scheme

The delay time of each packet through the network varies

from packet to packet. Therefore, the order of received

packets does not always match the order of those transmitted.

Furthermore, the packet location on the time axis may fluctu-

ate from the original. when the variance becomes large, we

cannot neglect its effect on the quaality of speech. The limit

of the variance for which we do not need any form of sequence

regeneration is fixed by subjective evaluation of conversational

speech auality.
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When the variance is greater than the limit, the use

of a sequence regeneration scheme is unavoidable. The

scheme which we propose is as follows:

Let us assume the delay time distribution is as in

Fig.3. Packets with delay time less than Ts are stored

in buffers: those with delay time greater than Ts are

discarded. Ts is the absolute constant delay time of the

packets between the source encoder and the destination

decoder. At time Ts stored packets are outputted to the

decoder.

The real shape of the delay distribution curve is

shown to be similar to Fig.3[21, with most of the delay

time concentrated near the minimum. Although the prob-

ability of occurence of large Ts is rather small, the

distribution spreads to the very large delay time region.

If Pe is to be very small, Ts can become sufficiently

large so that the round trip delay becomes intolerable.

Pe ,which is the probability that the delay time is greater

than Ts , gives the effective packet loss probability due

to long delay time.

The Simulator

The block diagram of the packet voice transmission

simulator is shown in ?ig.4. The functions of packetizer,

packet network and sequence regenerator are all performed

by the PDP 11/34 computer. This simulator has been used

for real time system evaluation.

Hardware Configuration

A PDP 11/34 minicomputer was used along with a DR-11

digital input/output interface to connect external devices

to the computer. The specification of the control device

used as interface (using 28 TTL Logic I.C.'s), between

IL . . .
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the DR-i and a pair of encoder/decoder is as follows:

16 bit parallel input/output to/from computer
for each channel.

16 bit parallel to/from serial conversion

Bit streams from both encoders are stored bit by bit

in shift registers (16 bit words), parallel transferred to

the input buffer of the Dr-ll and read into the computer

memory. As the same clock is supplied to both encoders,

input data for each channel is made up at the same time and

read into memory sequentially. Data is read out of the

computer after every read-in operation. From the output

buffer of the DR-l1 two words are placed into shift re-

gisters, one word for each channel, and continuous bit

streams are generated for the decoders of both channels.

Software Configuration

The operation of the simulitor program is shown in Fig.5.

The input/output processes are shown in Figs. 6(a) and 6(b)

respectively. The program consists of 300 machine language

instructions. The data area comprises 4K bytes (256 blocks)

of packet buffer control blocks, and 16K bytes of packet

buffer area for each channel, making up 36K bytes in total.

After the read/write operation, the processing is performed

sequentially for each channel. The processing sequence for

each packet is as follows:

1. Voice detection (if in silence mode)

2. Allocation of packet buffer

3. Random Delay time generation

4. Insertion of packet buffer into the proper location

of output-packet chain

5. Word collection

1
!
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6. Silence detection (if in voice mode )
7. Comparison of the assigned output-time with

present time and decision to output

8. Outputting of either words from packet buffer

or silence patterns

To perform these tasks we use 3 packet buffer chains.

A new packet buffer is acquired from the idle buffer chain,

and an incoming word is stored in the buffer. The packets

in the output chain are stamped with the output time and

arranged in increasing order for transmission. If a new

packet is created and the output time is assigned, the

packet should be inserted into the proper location in the

output packet chain by searching the chain. Process No.4

(above) requires considerable processing time. For example,

the number of packet buffers which exist in the computer

can be greater than 40 in some cases. The margin which is

permitted in each cycle for word processing is limited.

'Cycle' is the time unit from an input of a channel to the

next input of the same channel. All time values are normal-

ized to this unit. Processes No.3 and No.4, which are done

at the time of new packet creation are time - divided into

several sequential tasks, each of which is executed within

a single word processing cycle. If N cycles of search

operation are required to find the location, N+3 cycles

in total are needed to complete the processing.

Output Time Gener.ation for Each Packet

The arrival time of each packet can be calculated as
folloYn-

Tarv= Tcreate +Tmin +Trandom (5)

where Tcreate is the time when the packe:: is created,

i
l
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Tmin is the minimum delay time of the packet switched network,

and T radmis a random delay time. For the distribution

function of Tradom' kinds of functions were assumed.

1. Flat density function

2. Approximate function of the measure result
for the ARPA Network [2].

Random number generation was realized by

X=C . X (6)

where C=37, and X is a 16 bit integer.

System Evaluation

The system has been evaluated by conducting the following

tests:

variation of Parameters in Silence/Speech Detection

Some of the important parameters such as the average

numiber of transmitted packets and speech quality have

been obtained by varying the parameters used in the silence/

speech detection. Results appear in Fig. 7(a), (b), (c).

In addition, packet size distribution measurements show that

more than 95% of the packets are of full size. Speech quality

was categorized in the following way:

Excellent - not different from or better than (due to
silence rejection) the original speech.

very Good - slightly different from original with no
chopping of voice.

Good - slight degradation of speech due to chopping.

Fair - continuous chopping of voice although speech
is still intelligible

Poor - unintelligible

Subjective Evaluation of a Two-Way Conversation
With Constant Network Delay

With the parameters for silence/speech detection set

M1
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at the optimal and packet size of 128 bites, the ease with

which a two-way conversation can be carried out has been

evaluated. This test is conducted with a fixed time delay

introduced in the system. The subjects are asked to rate

the system into various categories as indicated in Table 1,

as follows:

Very Easy - not different from local telephone.

Easy - conversation manageable with time
needed for adjustment.

Difficult - difficulty in conversing due to large
round trip delay.

Network Performance as a Function of Packet Loss
and Random Delay

The quality of speech, introducing probabalistic packet

loss and random delay time (random arrival) with flat dis-
tribution from Tmin to Tmax has also been obtained. Results

are available in Fig.8.

System Design Metholoqy

As a result of the delay time distribution and packet

loss probability measurements a packet voice transmission

can be designed. From these values the optimal system

parameters for the speech/silence detection scheme can be

obtained.

The number of words reserved for future speech/silence

decisions should correspond to from 10 to 30 ms of speech.

If we use 16K bits/sec. of delta modulation, Lmax must be

greater than 30 words (30 ms). Therefore, 32 is selected

as a good number for Lmax* The optimal value of the pre-

off set and the post-offset are 8 and 16 words respectively.

Those for the threshold parameters V and S to change

the processing mode, are 3 and 10 words.
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Time Stamp Handling

if the absolute delay time is greater than 200 ins.,

we usually have difficulty with conversation. If the

variance of the delay time exceeds 24 mns, we should be

forced to use sequence regeneration scheme such as time

stamping, when sequence regeneration is used it is suggested

that the resulting constand delay time T s between encoder

and decoder should be adjusted so that the probability of

packet loss due to a large delay time becomes less than
-210 .After T.is fixed, the number of buffers needed

for sequence regeneration can be calculated as follows:

Nb =FTs/p (7)

where P is the average length of the packets in bits.

Conc lus ions

In the above discussion, we assumed that the network

characteristics are fixed and can't be changed. As the

development of packet transmission systems progresses, it

is expected thai. packet networks will have packet voice

capability. At that time, packet networks will be designed

with the provision that 990%~ of the packets will have a

coast to coast delay time less than 300 ins. With the pro-

gress of packet switching speeds, the average delay time

induced by one packet switch can be less than 1 ins. Digital

transmission bit rate of 10 Nbits, to connect packet switch-

ing facilities, may be reasonable in the future as well.

With coast to coast transmission delay of about 20 mns

in case of terrestrial link, and 250ms in case of satellite,

packet network for voice, as well as data, transmission

-,.,ill be easily achievable.
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CHAPTER II

Video Encoding

Introduction

A video signal typically has a bandwidth of 4MHz. In

standard American television systems the picture content of

the signal is presented on a raster of approximately 500

lines called a "frame" which is repeated 30 times/secs.

Thus, the time that it takes to present each one of the

500 lines is approximately 1/15,000 sec. We say the "line

rate" is 15,000 lines/sec and one can actually hear this

signal if one stands near to the monitor. In actual practice

the 500 lines are divided in half, the odd lines being pre-

sented during the first 1/60 sec and the even lines being

presented during the next 1/60 second. This division of

a 500 line frame into two interleaved 250-line "fields"

is done so that the picture will have no perceptible

flicker.

It is often convenient to digitally encode a video

signal prior to transmission. This can be done using

standard PCM techniques. Since the bandwidth of the signal

1_6 4 MHz the Nyquist sampling rate of the system is 8M

samples/s. The sampling rate is the rate of displaying pic-

ture elements and is often called the "pixel" rate or "pel"

rate. The A/D converter in the PCM system encodes each

sample into N bits. When N=8 the resulting picture quality

is quite good, however, when N=6 the quality is signifi-

cantly degraded. The transmitted bit rate for PCM is then

between 6 x 8 = 48 Mb/s (6 bits/pixel) and 8 x 8 = 64 Mb/s

(8 bits/pixel). In either case the bit rate is extremely

high. A high bit rate requires a wide bandwidth for trans-

mission; as a matter of fact the bandwidth is numerically

equal to the bit rate. Another way of looking at the effect

of high bandwidth is to note that a frame lasts 1/30 sec.
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*Thus to store a single frame of picture requires a memory size

D of

48 1.6 M bits < D < 6 4  21 M bits
30 "- 30

As a result of this very large storage requirement PCM is

usually not considered practical, and instead, other techni-

ques are employed such as Transform Coding, Delta PCM (DPCM)

or Adaptive Deltamodulation (ADM).

One transform coding technique called Hadamard trans-

form coding has been studied extensively at Ames- Research

Center and has been shown to be able to encode pictures at

a rate of 4 to 8 Mb/s (0.5 to 1 bit pixel). Thus, to store

a single video frame of picture now requires a memory capa-

city of only

0.13 M bits < D < 0.27 M bits

Unfortunately this saving in bit rate is accomplished at the

expense of hardware and computational complexity which makes

the system somewhat undesirable.

The system suffers from an inherent weakness of this

particular bandwidth reduction scheme: high sensitivity to

errors. The system can trade error correction capabilities

for redundancy but then the bit rate will increase. This

problem makes Had amard transform coding unsuitable for most

applications.

Delta PCM has also been studied extensively. These

systems operate at bit rates of 16-32 Mb/s (2-4 bits/pixel).

A discussion of a DPCM system proposed for use on the space

shuttle is contained in the IEEE Transactions on Communica-

tions, Nov., 1978, p.1671. It is seen that the delta modu-

lator achieves comparable quality at a much lower cost,

size, power consumption and at a much improved error sensi-

tivity.
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A DPCM system becomes badly degraded at a 10- 4 error rate,
while the ADM operates well at a 10- 3 error rate, and is us-

able at a 10- 2 error rate . Furthermore the DPCM systems

proposed require a large number of IC's and the resulting

power dissipation is very high by comparison.
The adaptive delta modulator is capable of encoding a

video signal using bit rates of 8-16 Mb/s (1-2 bits/pixel).

Thus, the memory capacity needed to store a frame of memory

is now:

270 K bits < D < 540 K bits

While this storage is twice as large as the storage for the

Hadamard encoder, the ADM system is smaller, more rugged

and is much less costly. Furthermore the ADM retains the

advantage of being extremely insensitive to errors caused

by channel noise and operates well, even when the error

rate is as high as 10- 2 errors/bit.

In this chapter we discuss the use of the ADM algorithm

developed by Schilling, Song and Garodnick (An ADM using

this algorithm is commercially available from Deltamodulation

Inc.), the block diagram of which is shown in Fig. 2-1. The

equations of this ADM are

Ek+l sgn ' Sk+l - xk: (2-1a)

Y Yk C Ek+l + 0.5 Ek if Y k Ymin

Yk+1 (2 -ib)

Ym in Ek+1

and

Xk+l Xk + YVC+l (2-ic)

1
l
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where

' is the transmitted bit
S is the present sample of the input signal
k+l to the encoder

Yk+l is the step-size of the delta modulator
Ymin is the minimum step-size

Xk+l is the predicted value of the input sample

Figure 2-2 shows the relationship among the clock pulse,
output bit stream, input signal and estimate. Observe that
when the estimate Xk+1 is less than the sample of the input
signal Sk+l the transmitted bit is a "1" and the step-size
is increased by the factor 1.5. Thus, the estimate rises
exponentially, and can closely follow any rapid transition
in gray level. When an overshoot occurs indicating that

Xk_ 1 < Sk < x k

the transmitted bit is a "0" and the step-size decreases by
the factor of 0.5. The value 0.5 was chosen since, with

equal likelihood, Sk can lie anywhere between Xkl and Xk,
thus with

XkmXk-l+ Yk

we set

Xk+l = Xk - 0.5 Yk-l + O'5yk

That is Yk+l is chosen to be 0 .5Yk to place Xk+i midway

between Xk and X-i"

Xk Xk-l-

I.
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2.1 Slow Scan Video Encoder/Decoder

There are many applications in which the video picture

does not change for perhaps one minute or more. Such

applications are in multimedia presentations, such as map

viewing, teleconferencing, computer managed video commnuni-

* cation, airline reservations, flight scheduling, etc. When

the picture remains stationary for a long period of time,

there is no need to continually transmit the redundant bits

as it adds no information to the present signal. For ex-

ample, we saw that using an ADM encoder, the numiber of bits

that constitutes a complete frame, at a bit rate of 16 Mb/B

is 540 IObits. if these bits are transmitted at the normal

rate of 30 frames/sec, we must transmit the data at the

encoded bit rate of 16 Mb/s. However, if new information

is provided at the rate of 1 frame each minute, the average

bit rate is reduced to

540 1Xbits x 1 frame =9 Kbits/second
frame 60 seconds

a significantly reduced bit rate. If we assume that there

are 1000 bits/packet the slow-scan packet rate is 9 packets/

second which is less than the packet rate required to trans-

mit voice.

As a matter of fact the data can be modulated by a

modem for transmission using a telephone network. If, on

the other hand, we were to use PCM encoding techniques a

frame change could occur only after each 3-4 minutes. A

second very practical consideration is that using delta

modulation techniques we can eliminate the need for any

word synchronizing circuitry.

Frame Storage

There are two ways to store a frame of video signal:

ana.log and digital.
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* In the analog system, the frame of signal is stored

in a storage tube and, when required, slowly read out into

* the ADM encoder which can operate at the low rate of say

* 9 ]Kb/s. Thus, the same ADM could be used for voice and
* slow-scan video.

In the receiver the digital signal is received by

the ADM decoder, converted to an analog signal and stored

in a second analog storage tube. The output of this tube

drives the TV system.

During the past few years almost all applications

using image storage have changed from analog to digital

devices. The problem with analog storage is that the

system is large, costly and is of inferior quality, the

analog storage device stores the image using surface

charge concentration techniques. This provides marginal

picture quality. System noise is found to increase with

time, degrading the stored picture; also some leakage

occurs. Both effects act together to produce a somewhat

"washed-out" appearance to the picture.

Digital frame storage techniques are inexpensive,

they do not require the periodic maintenance of the analog

storage devices, and we will not observe any degradation

of the S/N ratio or of any other aspect of the picture

quality independently of the storage time. The SIN ratio

of the stored image can be arbitrarily large and is detenn-

mned by the digital encoder at the front end of the system.

In our system we use an Adaptive deltamodulator. The ADM
is a digital device, hence a frame of signal will be firs~t
encoded into a stream of digital signals and then stored

in the digital memory. The bit stream to be transmitted

is read out of memory at any, arbitrarily set, slow rate.

This digital signal when received by the receiver is again
stored in memory and is read out, into the ADM decoder, at

the real time video rate. The analog output of the decoder
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is then displayed on the monitor.

Since the application required the transmission of good

quality, digitally encoded video, we decided to design a

customi digital frame storage memory which would work in con-

junction with a pair of ADM's at a bit rate of 16 Mb/s.

Real Time Digital Storage

A block diagram of the slow scan video encoding system

is shown in Fig.2.l-l. Note that the camera signal inputs

the ADM encoder which in turn drives the memory. In order to

keep the cost of the system down we used relatively slow

memories. Using a memory multiplexing technique, we are

able to operate the memory at an apparent speed of 16 Mb/s

even though the individual memories can only operate at a

speed of 1 Mb/s. This memory multiplexing scheme is shown

in Fig. 2.1-2. Here we see that the signal after being

delta modulator encoded is put into a high speed (TL'L)

16-stage serial/parallel converter. Each stage of the

register is transferred to a 32 Kc 1&~ MOS memory as shown.

Thus, the writing speed into the MOS memory is 16K/16

1 Mb/s which is well within the ability of the MOS units.

In order to provide for an arbitrary bit rate at the output

we use a latch between the memory and the output pa rallel/

serial converter. Thus the latch will always have available

the next data while the present data is being shifted out

at the slow rate.

System Design

The memory system design is shown in Fig. 2.1-3. only

one memory was constructed and synchronization was obtained

by using the encoder clock to derive the decoder clock. The

system was tested using test slides as well as moving pictures.

The results, as expected, look identical to the results of a

video ADM operating without the memory. However, now the

signal can be recorded, held and played back at any desired

time delay and rate.

Menn
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2.2 Effect of Packet Destruction

Let us assume that a packet consists of 1000 information

bits. Then, it can be shown that at a bit rate of 16 Mb/s

each packet contains the bits for a complete line of video.

if channel noise produces an error, thereby destroying

a packet, the result is the elimination of a line of video.

However, the effect of the channel noise can be significantly

reduced if error correction coding is employed since an error
-3

rate of 10 (which is quite large) implies a single bit

error/packet. if error correction is not used, then the

probability of each packet being in error will be quite high
-3 -5at the BER of 10 .At a bit error rate of 10 ,a system

with no error correction will have 1o to 5 lines in error/frame.

As a result of the above observation we conclude that error

correction is required in each packet if the error rate can

reach 10 -3

Even with some error correction a random error burst

may cause an occasional packet to be destroyed. when this

occurs our studies have shown that the next packet should
be written twice, once in the line position of the destroyed

packet and once in the correct line location. Since the

vertical resolution is somewhat greater than is actually

needed this vertical smearing of a line is not noticeable

at packet error rates of 1 error per 100 packets.

It is interes~iing to note that if we were encoding at

the rate of 8 Mb/s. which is the lower limit for acceptable

quality, then a destroyed packet means two lines have been

eliminated. Fortunately, the two lines are not adjacent

but are on the same field. Thus they are indeed separated

by the correct line from the other field and the technique

can still be employed.

The above "filtering" technique was preferred to the

more classical techniques since it is readily implemented

and requires no additional memory.
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2.3 Frame-Change Detection

it is extremely simple to detect an initiation and compl-

etion of a voice signal. For, when there is no voice the ADM

output is ... 11001100... and at the onset of voice the first

three to six bits are each "l" or "011, i.e. ...101111...

or ... .1100110000 ..

To electronically detect the presence of a frame change

it is necessary to monitor the signals between frames. one

obvious, albeit extremely complicated, way is to substract

the pictures from two adjacent frames. if the magnitude

of the difference signal exceeds a threshold we decide that

the frame content has been sufficiently altered so as to

require a new frame be transmitted. This technique could

be used if we were employing an analog memory. However, since

we are employing a digital memory this technique is not

practical.

Another technique is to monitor one or more pixels

in each frame. For example, consider monitoring the first

pixel of the odd fields. Then an ADM which samples this

pixel operates at the rate of 30 bits/s. As long as the out-

put pattern is ... 1100... the frame information has not

changed. However, as soon as three -"l"'s or three -"011s

are detected we know that the frame has changed.

of course, one could monitor pixel (i.j) located some-

where in the center of the picture or could use several

detectors. However, to verity our procedure we chose a

single pixel.






